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Monotone Empirical Bayes Tests

Based on Kernel Sequence Estimation !

Shanti S. Gupta and Jianjun Li

Abstract: Empirical Bayes inference problems involve the estimation of unknown functions
(a density and its derivative). It is well known that this can be done through the-kernel
method, i.e. using a fixed index kernel and varied window bandwidth. In this paper, we
introduce the kernel sequence method which considers using a sequence of kernel functions
and allows the kernel index and window bandwidth to vary simultaneously in the estimates.
This method usually produces better estimates since varied kernels give us more flexibility
to do so.

We apply the above method to the construction of the monotone empirical Bayes test for
the general continuous one-parameter exponential family. The rule we construct is shown to
have a rate of convergence of (Inn)3+¢/n for any € > 0. This rate is a substantial improvement
over the previous results. Note that this rate is much closer to 1/n, which is proved here to
be a lower bound for the monotone empirical Bayes tests. So the rule has good large sample

behavior. Since the rule is monotone, it also has good performance for small samples.

1This research was supported in part by US Army Research Office, Grant DAAD19-00-1-0502 at Purdue University.
AMS Classification: 62C12.

Keywords: Empirical Bayes, regret Bayes risk, optimal rate of convergence, minimax.




2
1. Introduction. Assume that X is an observation from the distribution with density
f(z]0) = c(8) exp{fz}h(z), —cw<a<z<b< +o0, (1.1)

where h(z) is continuous. positive for z € (a,b), 0 is the parameter, which is distributed
according to an unknown prior G on the parameter space 2, a subset of the natural parameter
space {6 : ¢(9) > 0}.

We consider the problem of testing the hypotheses Hoy : 0 < 8 versus Hy : 8 > b,
where 6 is known. The loss function is {(§,0) = max{6 — 65,0} for accepting Ho and
1(6,1) = max{f — 6,0} for accepting Hi. A test §(z) is defined to be a measurable mapping
from (a, b) into [0, 1] so that &(z) = P{ accepting Hi|X = z}, i.e., 6(z) is the probability ot
accepting H; when X = z is observed. Let R(G, §) denote the Bayes risk of a test § when
G is a prior distribution. Let ¢¢(z) = E[f|X = z]. Given that E[|f]] < co, a Bayes test Ye,

is found as

1 if ) > 80,
5(z) = o) 2 (12)

0 if ¢a(z) < bo.

Because ¢¢(z) involves G, the above solution works only if the prior G is given. If G is
unknown, this testing problem is formed as a compound decision problem and the empirical
Bayes approach is used. Let X;,X,---, X, be the observations from n independent past
experiences and let X be the present observation. Based on X, = (X1, Xq,+-+,Xn) and X,
an empirical Bayes rule 6,(X, j(v,,) can be constructed. The performance of 6, is measured by
R(G,6.) — R(G,6c), where R(G,6,) = E[R(G,6,|X,)). The quantity R(G,8.) — R(G,dc)
is referred as the regret Bayes risk (or regret) in the literature.

Denote ag(z) = [ c(f)exp(8z)dG(0), Yo(z) = [0c(6)exp(6z)dG(6). It is clear that
dc(z) = Ye(z)/ac(z) and ¢a(z) > b <= w(r) = boac(z) — Ye(z) < 0. So the construce-
tion of 8, involves the estimation of ag(z) and ¢¢(z). This is usually done using the kerncl

method. In this paper, we introduce the kernel sequence method and apply it to obtain the



estimates of ag(z) and ¢g(z). The kernel sequence method considers using a sequence of
kernel functions, and the kernel index and window bandwidth are allowed to vary simultane-
ously in the estimate(s). This method usually produces better estimates since varied kernels
give us more flexibility to do so.

Based on the estimates of ag(z) and ¢g(z), we construct an empirical Bayes rule 4, for
the testing problem mentioned above. Then we show that d, has a rate of convergence of
(Inn)3+¢/n for any € > 0 with the assumption E[|0]] < oo, which is a substantial improvement
over the previous results. Note that this rate is much closer to 1/n, which is proved here to
be a lower bound for the monotone empirical Bayes tests. So the rule has good large sample
behaviour. Since the rule is monotone, it also has good performance for small samples.

The readers interested in empirical Bayes approach may refer to two introductory papers
of Robbins (1956, 1964). For the above empirical Bayes testing problem, Johns and Van
Ryzin (1972) made an early contribution. Van Houwelingen (1976) used the monotonicity
of the problem and constructed the monotone empirical Bayes tests, which achieve the rate
of O(n=2/@ 1 (Inn)?) if E[|f]"*!] < co. Van Houwelingen also showed that his rules have
a good performance for small samples since they are monotone. Karunamuni and Yang
(1995) studied monotone rules and their asymptotic behavior. With one more assumption
cc € [—A, A], they obtained the rate of O(n~2/?+1)). Karunamuni (1996) tried to find
the optimal rate of convergence of the monotone empirical Bayes rule. But he failed; see
Liang (2000a) and Liang (2000b), Gupta and Li(2000). Another related work is from Stijnen
(1985). He studied the asymptotic behaviour of both the monotone empirical Bayes rules
and non-monotone rules.

This paper is organized as follows: In Section 2 we introduce a few preliminary results.
In Section 3 we introduce the idea of kernel sequence method. In Section 4, we construct

the monotone empirical Bayes test §, and obtain its rate of convergence. Section 5 gives a




Jower bound of monotone empirical Bayes tests, which is n™!. Section 6 contains the proofs
of the main results in Section 4 and Section 5. In the appendix, we provide the proofs of a

few lemmas used in Section 6.

2. Preliminary. We assume [ |0|dG(#) < oo throughout this paper. Note that ag(z) and
éc(z) exist for all z € (a,b) under the assumption [10|dG(8) < oo. Therefore they are
infinitely differentiable for z € (a,b). Furthermore, ¢z(z) > 0 and ¢g(z) is an increasing
function. If lim,|, dc(z) > 6o, then ¢g(z) > 6 and Sc(z) = 1 for all z € (a,b); If
limg1s ¢c(x) < 6o, then ¢g(z) < 6o and dg(z) = 0 for all z € (a,b). In both cases, we
call that 8¢ (z) is degenerate. We assume that 6¢(z) is non-degenerate in the following, i.e.,
we assume that lim |, ¢¢(z) < 6o < limzs ¢g(7). Then G is non-degernate and ¢x(z) > 0.
Therefore there exists the unique point c¢g € (a,b) such that ¢g(z) > 6 for z > g,
éc(z) = 8o for = cg and ¢¢(z) < O for T < cg (see Van Houwelingen (1976) and others).
Note that w(z) = fpac(z) — Ye(x). Then cg is the unique root of w(z).

Based on the previous discussion. the Bayes rule stated in Section 1 can be represented

1 if ¢g(z) = 0y <= w(z) <0+ 7 2 cg,
de(z) = (2.1) .
0 if pc(z) < o <= w(z) >0 += 1 < cq.

Noting that the Bayes rule d¢ is characterized by a single number cg, a monotone empirical
Bayes test (MEBT) can be constructed through estimating cg by ca(X1, X2, - , X»), say,

and defining
1 if zx2>c,.
On = (2.2)
0 if z<ec,.

Then the regret of ¢, is

R(G,68,) — R(G,8c) = E /: w(z)h(z)dz. (2.3)



Remark 2.1. The assumption that 6¢(z) is non-degenerate is not crucial in this empirical
Bayes testing problem. It can be reduced for the particular case of (1.1); see Gupta and Li

(2000).

3. Kernel Sequence method. The kernel method has been used by many authors over
the vears. Here we introduce the kernel sequence method which uses a sequence of kernel
functions instead of the single one. As the number of observations n increases, the kernel
function and the kernel window bandwidth are set to vary simultaneously.

For each i = 0,1 and m = 1,2, -, let Kin(y) be a Borel-measurable function such that

Kim(y) vanishes outside the interval [A;m, Bim), and for Kom(y)

4

=1 if j=0,

ffmmwﬂy =0 if j=1,2-,m—1-,kom— 1, (3.1)

#0 if  j=kom,

\

and for Kym(y)

=0 if 7=023,,m, -, kim— 1L,

/Wﬁm(y)dy =1 if j=1 (3:2)

\

Let u = u, be a sequence of positive numbers and v = v, be a sequence of positive integer

numbers. For any z € (a,b), define

% Xi %) x;).

u

(o) = o DKo EERG), ) = 25 3 Kl

u
For u and v being properly chosen, a,(z) and ¥,(z) are the estimates of ag(z) and Ye(z)
respectively. In these kernel estimates, u is called the kernel (window) bandwidth and v is
called the kernel index.

Note that the kernel indices of functions Ky, and Kj, will change as n increases. The

method here is a little different from the traditional fixed index kernel method. Here both




the kernel indices and window bandwidths varv in the construction.

4. MEBT For General Exponential Family. We use the idea of the kernel sequence
method to find the estimators of ag(z) and v¢(x). Then we construct c, based on these

estimators.

We present the two sequences of kernel functions used in this paper. Define Ky, as follows:

For odd v, Ko,(y) = Ko(w+1)(y); for even v,

Py’ + Py 4o, if —1<y<,
KOv(y) = (4'1)

0, otherwise,

where

0, if 7 is odd,

Di =
{— 1)‘/2 Se+De(v—i)
(1.+1)22""” ]2( :') L— )l

Define K,(y) as follows: For even v, K1.(y) = [\1(v+1 (y); for odd v,

if 7 is even.

quv+QU——1yU~l+"'+q0’ if —].Syél‘

0, otherwise.
where

0, if 7 is even.
q; =

1)/ 2 (g4 1) (v+4) (v =1)(v—i e
i!Ei+g)22"+1(("—;—1-))!((3;-))!((-‘%1))!((1’%2)!’ if 7 is odd.
Then Koo(y) defined by (4.1) satisfies (3.1) with Ao, = —1, Bo, = 1, koo = v if v is even
and ko, = v + 1 if v is odd; K;,(y) defined by (4.2) satisfies (3.2) with Ay, = =1, By =1,
ky, = v if v is odd and ky, = v + 1 if v is even; see Gasser, Muller and Mammitzsch (1985).

Let €, be a sequence of positive numbers with €, — 0. Denote u = u, = €l/3. Let v =,

be a sequence of integer numbers such that u” ~ n~!. For any z € (a,b), define

LoD, ) = =g 3 K

——i%u VKX, (43)

It is shown later that a,(z) and é,(x) are consistent estimators of ag(z) and ¢c(z) respec-

tively. Therefore W,(z) = o@(z) — ¥a(z) is a consistent estimator of w(z).



Since c¢ is the unique root of w(z), we are going to use Wy(z) to construct ¢,. Before
doing this, let us examine éc. Note that 8¢ is a monotone rule. If z is larger than cg, we
accept Hy; If z is smaller than cg, we accept H,. Since G is unknown, we do not know at
which point we should accept Hp or reject it. But, one will be more likely to accept Hj if
the present observation z is quite large and accept Ho if it is quite small. By knowing this,
we want to find two numbers c¢;, and con such that we accept Hy if we observe z > ¢2, and
accept H if we observe z < cy,. Here both cutoff points ¢in and ¢y, depend on n. This could
be understood as follows. As n increases, we have more information from the accumulated
data, and we should adapt new c;, and c;, so that our decision can be made more precisely.
Once proper ¢, and ¢y, are found, we can concentrate our effort on z € [c1n, Con] in our

construction.

The idea of splitting (a,b) into (a,cin), [Cin,Con] and (czn,b) is called the localization

technique. To implement the localization technique, the following lemma is necessary.

Lemma 4.1. Four sequences of numbers {a,.an, bn,I;n} can be found such that a, | a,

b, 1 b, and as n is large
(i) —[(lnlnn) Au) < ap < by < [(Inlnn) Au™');
(11) MmiNg, <z<b, h(.?:) > U

(i) fo h(t)dt > 2u, [P h(t)dt > 2u.

Let ¢, = an + u + u'/3 and cop = by — u — u!/3. From Lemma 4.1, we know that c1» | @
and con T b. So cg will fall in [cin, con) for large values of n. Then we define ¢, as in the
following:

C2n
Cn = I[W,.(:)>0]d33 + Cin- (44)

Cin




A monotone empirical Bayes test 8,(z) is now proposed as follows:

1 if x2ecn,

0 if z<ec,.

It is obvious that ¢, € [cin, Con]- S0 if T > c2a, we will accept H, and if £ < ¢pp, v il

accept Hy. If 2 € [c1n. con], we will calculate ¢, and compare z with ¢, to make the decision.

The use of the localization technique helps us avoid the boundary effect of kernel estimates.
It gives us nice bounds on the moments of Wy (z) for z € [C1n, Con)(see Lemma 6.3 below).
Also it results in a nice lower bound of |w(z)| for = € [cin, cc — €c]U [cc+€c,can) and eg - O
(see Lemma 6.2 below), which is crucial to get the desired rate of convergence in Section 6.
For more uses of this technique, please see Gupta and Li (1999a), Gupta and Li (1999b),

Gupta and Li (2000) and Li and Gupta (2000).

Note that since W, (z) is an estimate of w(z), a natural construction of the empirical
Bayes rule should be 4, = 1 if Wh(z) < 0 and 6, = 0 if Wa(z) > 0. Unfortunately this
construction will lead to a non-monotone rule. So we use the integration of [jw,(x)>0) in
(4.4) instead. This technique is borrowed from Brown, Cohen, and Strawderman (1976),

Van Houwelingen (1976) and Stijnen (1985).

Now we study the large sample behaviour of é,. The next two lemmas enable us to

express the regret of 4, through ¢, — c¢.

Lemma 4.2. w'(cg) < 0.

Since w'(x) is continuous in (a,b), we can find Ne;(cc), a neighborhood of cg, such that
N.;(cg) C (cinyc2n) C (a,b) ( as n is large), and A, = mingen, ,(ee)[~w'(2)] > 0. Denote

m = ¢g — €¢ and 7y = c¢ + €¢ in the following.
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Lemma 4.3. Let h = sup{h(z) : z € [n1, 2]} and © = sup{-w'(z):z € [m,me]}. Then

R(G,8,) — R(G.5g) < 1/2RBE(c, — cc)* + (60 -+ El01])eg" Ecn — ca)t.

Following (4.4) and cg € [Cin, C2n], We have ca—ca = = [of IWa@<0/d2+ Joo" W, (2)>0142-
So a upper bound of ¢, — cg is easy to obtain through the properties of W,(z) and w(z).

Note that W,(z) can be written as

1 n
- Z (X, r), where Vo(Xj,z) = o — —e

3

For fixed n and z, Vu(X;,z) are i.id. random variables. So Wy(z) is the sum of the i.i.d.

random variables. After applying the results in Petrov (1995), we have the following result.

Lemma 4.4. limp_.co[nen(Inn)2E(c, — cg)?] = 0,  limp_co[nen(lnn)*E(cn — cg)' =0.

The proofs of Lemma 4.1-4.4 are given in Section 6. Lemma 4.3 and Lemma 4.4 lead us

to the following theorem.

Theorem 4.1. Assume that [|6|dG(#) < co and the Bayes rule éc is nondegenerate.

Then for any € > 0, R(G,6,) — R(G,6c) = o((Inn)**</n).

Remark 4.1. In this paper, we get a faster rate of convergence for the general exponential
family. This is mainly due to the use of the kernel sequence in the construction of estimate
of w(z). The previous papers in the literature constructed the empirical Bayes rules based
on the kernel estimation with fixed kernel functions and varied window bandwidths. So
the resulting rates are not fast. Now we let kernel functions and window bandwidths vary

simultaneously. Then a better rate of convergence is obtained.

Remark 4.2. To apply the kernel sequence method, a key question is how to construct
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this sequence of kernel functions. In this paper we use the result obtained by Gasser, Muller
and Mammitzsch (1985). We expect that the rate here will be improved if a “better” kernel

sequence is found.

Remark 4.3. Note that the rule 6, is monotone. It has the weak admissibility ( see Van

Houwelingen (1976)). So it also has good performance for small samples.

Remark 4.4. The result (4.6) is a rate of convergence for the general distribution (1.1).
For some special member of the exponential family, the special property of that family

member may be incorported in the construction. Therefore, a better rate can possibly be

obtained. See Liang (2000a) and Liang (2000b), Gupta and Li (2000).

5. Lower bound. We shall prove that 1/n is a lower bound for any MEBT even if § is

bounded.

As presented in Section 2, the problem of constructing a monotone empirical Bayes rule
is essentially equivalent to finding an estimator ¢, of ¢, a functional of the marginal dis-
tribution fg(x) of X, based on the i.i.d. sample Xj,---,X,. So a lower bound of MEBT’s
can be found through obtaining a lower bound of ¢}, going to cg. This will be do‘r‘u‘a using
the ideas from Donoho and Liu (1991) or Fan (1991) and then constructing carefully the
hardest two-point subproblem. In the following, I1, Iy, - - - stand for the positive constants,

which may have different values on different occasions.

Let G be the set of prior distributions with bounded supports inside [0o — 84, 6o + 64) C Q
for some 8y > 0. Let C be the set of estimators ¢, of cg ( @ < ¢} < b ) and D be the set
of empirical Bayes rules of type (2.2) with ¢, = ¢}, € C. In order to find a minimax lower

bound of MEBT’s over G, we first define Gy, a subset of G.
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Denote 8g; = 6 — 84/2 and 6g2 = 6o + 64/2. Choose any ¢ € (a,b). Let
90(8) = mg exp(—0co)/c(0) gy <o<t0a)s  91(6) = M1 exp(—0z4)go(6),

where (i) m; is normalizing constant satisfying [ g:(6)df = 1 fori =1, 2, (ii) z4 satisfies that
wi(z) < 1/2wh(co) < 0 for all z € [co — z4,c0 + zd] C (a,), wo(z) = w(z) associated with

G ~ go (dG(6) = go(6)d6). Let F = {fc(z) = [ f(z|6)dG(6) : G € Go}, where

Go={G:G ~g=(1+ym)[ymg(f) + g(6)],m=0,1,---,00}.
The next lemma tells us that finding a lower bound of MEBT’s is equivalent to finding a

lower bound of the hardest two-point subproblem.

Lemma 5.1. Let ¢; be the critical point corresponding to f;, i =1. 2. Then

J;Iéfp SG%E[R(G, 6n) — R(G,d¢))

> jof gtelgo[R(G,én)—R(G,éc)]

> lysup{(ci — c2)?: /[\/fl(:v) —/f@)2ds <ly/n, fi,fo€ F}.

The lemma 5.1 is proved based on a result of Donoho and Liu (1991). From this lemma,

we need to identify f; and f; in F to find the minimax lower bound.

Lemma 5.2. Let go(6) = (1+ 1) " [vng1(0) + 90(6)]. Let fi(z) = J f(=|0)g:(0)df for

t=1,2. Then f; € F and

JWA@ - VRErE 2, (-l

As a natural conclusion of Lemma 5.1 and Lemma 5.2, we have the following theorem.

Theorem 5.1. For some | > 0, infs:epsupgeglR(G, ;) — R(G,d6)] 2 U/n.
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Remark 5.1. A natural question for empirical Bayes inference problems is: what is a
lower (or the best lower) bound of monotone empirical Bayes rules for general exponential
family. For empirical estimation problem. Singh (1979) conjectured that n~! is a lower bound
and also it is not obtainable even if § is bounded. For the testing problem, we know now

that n~! is a lower bound for the monotone empirical Bayes rules.

Remark 5.2. Since the optimal rate of monotone rules for N(6,1) is (Inn)'%/n ( see
Gupta and Li (2000)), n~! may not be the best lower bound or obtainable lower bound for
general exponential family (1.1). Also we believe that it is not possible to find the obtainable
lower bound for family (1.1) once. It must be done for each distribution individually and

the information stored in that particular distribution must be incoporated.

6. Proofs. We shall prove the results in the previous sections. First we state some

lemmas which will be used in this section. Their proofs are provided in the appendix.
6.1. Some Lemmas. As n is large, we have the following lemmas.
Lemma 6.1. Let &, = max{ag(z) : T € [an,ba]}. Then &, < (2u)™t.

Lemma 6.2. For x € [cin, Can}, |w(z)] < 2/0?;

For z € [c1n, ] U [, €2, lw(z)| > M - u(Inn)~8, where M >0, B > 0.

Lemma 6.3. Let wn(z) = EVa(X;,2)], Zjn = Va(X;,2) — wa(z), 02(2) = E{|Z;s*] and
(@) = E[|Z;n|’]. Then

(i) For z € [cin, Conl, [wn(z) — w(z)| < 1/V/7n.
3/2

(ii) For € [Cin, Con), on(z) < Lv¥2u%2; for z € [m1,m], b2 < 0a(z) < l3(v/v)

(iii) For z € [cin, C2n), Tn(z) < L3365,



Lemma 6.4. Let d, = 1/v3/nu®. For z € [cin, C2nl,

w(z) > dn = wa(zr) 2 w(z)/2, w(z) < —dn = wa(z) < w(z)/2.

13

6.2. Proof of Lemma 4.1. Lemma 4.1 is obvious intuitively. We also give a rigorous

proof here. Let h(a+) = limgq h(z) and h(b—) = limgy h(z). Choose any £ € (a,b). Let

max{a < z < £: h(z) <u} if h(a+) =0,

he =
a if 0 < h{a+) < o0,
" min{¢ <z < b: h(z) <u} if h(b-)=0,
b -_—
b if 0 < h(b—) < o0,
And
s max{a <z < &: [Sh(t)dt < 2u} if fE h(t)dt < oo,
a if [5h(t)dt = oo,
< min{€ <z <b: [P h(t)dt < 2u} if [ h(t)dt < oo,
b —

b if [¢ h(t)dt = oo.

Then we define a,, and b, as follows:

an=hoVS,V(a+1/n)V(=Inlnn)V (-1/u),

b =hs ASy A (b—1/n) A (Inlnn) A (1/u).

And let
. a if [Ch(t)dt < oo,
a, =
zo€{a<z<E: [ h(t)dt>2u} if [ h(t)dt = oo,
; b if f¢ h(t)dt < oo,

z € {€ <z <b: [Fh(t)dt>2u} if [ h(t)dt = oo.

Then it is easy to see that a, | a, b, T, (i), (ii) and (iii) in Lemma 4.1 hold.
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6.3. Proof of Lemma 4.2. Note that ag(z) is infinitely differentiable, ag(z) = ¥a(r)
and w'(z) = otbe(z) — Y5(z). If Yelcg) = 0. then w'(cg) = — [0%c(0)ePcdG(9) < 0. If
ve(cg) > 0, by Jesen Inequality v (ce)/Ya(ce) > Yelcs)/ac(cs) = bo. Thus w'(cg) < 0.

Similarly, if ¥¢(cg) < 0, w'(cg) < 0. The proof of Lemma 4.2 is complete.

6.4. Proof of Lemma 4.3. From (2.3),

G
R(G,6,) — R(G,6¢) < Ellje,—col><q) / w(z)h(z)dz] + AE[jc,—cci<e] / (z)dz]

< (B0 + po)es E(cn — cg)* + 1/2h0E(c, — cg)?,
where [ w(z)h(z)dz < (6o + p1¢) and by Taylor expansion

cc
(—r / w(z)dz = —1/2 x W (&) (en = ¢6) jencolzec) S 1/20(cn = cg)*.

6.5. Proof of Lemma 4.4. From (4.4),
E(ca ~—cg)? < E[/: I[w,,(I)SOIdx]Q + E[/:n I[urn(r)>0]da¢]2 =T + Ton. (6.1)
It turns out by Holder inequality and a little algebra that
Tin < 2(Con — Cin)11 + 215 + 213, (6.2)

where [; = cril,. P(Wn(x) < O)dz, I, = (f:lc I[w(x)sd"]da:)2, I = E[fnclc I[W,,(z)go,w(a:)>d,.]dﬂ3]2~

For w(z) > dn, wa(x) > 1/2w(z) from Lemma 6.4. Then we have

P(Wn(.’ﬂ) <0 \/EO:JX:ZJH < \/—wn( ) X:: —\,/Qit)(x))

Applying Theorem 5.16 on page 168 in Petrov (1995) to the LHS of the above inequality,

Vw(z ) N 8Av.(z)
20, V|20, + nw(z)]?

where A is a constant and ®(-) is the cdf of N(0,1). For z € [c1n,m1], w(z) = Mu(ln n)~B and

P(W,(z) <0) < ®(— = Sa(z) + Tu(z),  (6.3)

certainly w(z) > dy as n is large. Also note that o, < Liu=?v¥? and ya(z) < 101336 u~®
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It follows that S,(z) < ®(—n'/*) and T,(z) < n~3/2 for large n. Thus

(can = 1)1y = (e = 1) | ™ p(W(z) < 0)dz = o(n™Y). (6.4)

Cin
For z € [m,cg), [w'(z)| > A.. Thus I < A7*[f7¢ fw(z)<da)W (z)dz]?. Letting y = w(z)/dy,

I < AZ& [3° Ijy<ydy = A7%dZ. Therefore
= O(d2) = o((Inn)*/(nen)), (6.5)
By Holder inequality again,
I < /ﬂ jG P(Wa(z) < 0)[w(@)]* Ijw(z)>dnjde X /n ':G[w(x)]’” *Tru(e)>an 42

Letting y = w(z)/dn, [;[w(2)]™* 2 fw(z)>d,)dz < 2/[Aev/dn]. Using the previous two in-

equalities and (6.3), we have
I < 2/(Ad, ) [ 7 Su(o)hu(a) e + [ Tu@)hw(a) s} (6.6)

For z € [n1,cc], la < 0n < l3y/v3/ud and v.(z) < l4v*336Yu~°. Therefore

e 3 nuwlx 3 5/2 3
[ supitaian < 3 [ o(- 2Dy aidue) < PG [" a-pwiay
(6.7)
and
cc 3 8ALwW336Y oo 452
/m T.(@) (@) de < =525 /0 Y (6.8)

Combining (6.6)-(6.8), we have Iy = o((Inn)%/(ne,)). This together with (6.4) and (6.5)
vields 1, = o((Inn)¥/(ne,)). Similarly 79, = o((Inn)*/(nen)). Then E(cn — cg)* =
o{(Inn)}/(ne,)). Similarly, E(c, — cg)* = o((Inn)3/(ne,)). This completes the proof of

Lemma 4.4.

6.6. Proof of Lemma 5.1. Let w;(z) = w(x) with G ~ g;. Then w;(z) = mywo(z—z4)

and ¢; = co + z4. Since wy(c) > 0 and wo(c;) < 0, cg € [co,c1] for G € Go. Since
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wh(z) < 1/2wh(cy) for z € [co — z4,¢0 + Ta)s —w'(x) > —(ma A Dwh(co)/2 = w > 0 for
T € [co,c1] and G € Go.
Let C = {c VecoAcr:c, €C} Forc) €C, denote &y = ¢, VcoAcr. Note that h(z) is

bounded on [c, ¢;]. Then for any G € Go, [ w(z)h(z)dr 2 I [zF w(z)dz. From (2.3)

mf sup [R(G,6;) — R(G,d¢)] = & mf sup E[/ w(z)dz].
8:€D GeGo €CGeGo  Jén

By Taylor expansion, [ w(z)dz = —1/2 x w'(¢;)(en — cc)? > 1/2w(é, — cg)?. Therefore

inf_sup E[/ (z)dz] > b 1nf sup E[(¢, — cc)?)-
€€ GeGo ~€€ GeGo
Since C C C,
inf sup E[(¢, — cg)?] = inf_sup E[(&, — c¢)?] > inf sup Ef(c; — ce)?).
ch€C GeGo é.€C GGy cn€C GeGo

From the results in Donoho and Liu (1991) (Theorem 3.1 and the remark after Lemma 3.3),

inf sup E[(c; — cc)?] > Lisup{(c1 — c2)? /[\/f1 —f(2)Pde < lp/n, fi,f2r€F}

e €C Gego

Then Lemma 5.1 follows.

6.7. Proof of Lemma 5.2. Note that fo(z) — fi(z) = (1 + vn)"'[=hfi(z ) + fo(z)],

where fo(z) = [ ¢(8) exp(6z)h(x)go(6)df. For all z € (a,b)

fo(x)[fu(=)}” [/ exp(f(z — co))df] - [my /902 exp(8(z — x4 — co))d] ™ < ly.

Then f[\/fl(:c) - \/jTg(x)Pd:c < [fi(@) = fo@)?/ fiz)dz < (1 +12)/n.
Denote wa(z) = w(z) with G ~ go. Then wa(z) = (14 /1) ynmiwo(z — z4) +wo(z)).
Note that |wh(z)] < s for z € (co,c1) and |wa(cy)|® = [walco) — wa(cy))? < B(c; — ¢1)?, Then

(g — ¢1)? > ly|wa(er)|? = la(1 + v/n)~*[wo(c1)]*. The proof of Lemma 5.2 is complete now.

Appendix.
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Lemma A.1. The following statements hold.

() |Ki(y)| < kv'936Y, ¢ =0, 1, k is some constant.

(ii) v f | Koo(y)Pdy — 77"

(iii) v=* [ | K1 (y)[Pdy — (3m)7".

Proof. (i) is obtained by simple calculations. It is omitted here. From our definition of

K, and K;,, and Theorem 1 of Gasser, Muller and Mammitzsch (1985), for an even v

/_ 11 Kg,,(y)dy=%]—1}”£, _ /_ 11 Ki,(y)dy =ﬂ;’—[;—}]?l LT

Since s{(2s — 1)!1]2/[(25)"]> — 7~ as s — oo, (ii) and (iii) are obvious. The case of odd v

can be proved similarly.

Proof of Lemma 6.1. Note that a/(z) = [62¢(0)e®*dG(f) > 0 for = € (a,b). Then
ac(z) is a convex function and &, = ag(an) V ac(b,). We prove ag(an) < (2u)~! in the
following. The proof of ag(b,) < (2u)~! is similar. Since ¢(8) = 1/{J; h(z)e**dz} and

ag(a,) = [c(0)e?~dG(8), it follows

dG(6).

1 1
a6(an) < /[920] ff,',' h(z) exp(6(z — an))dxdG(e) M /[9<0] Jar h(z) exp(0(z — an))dz

Note that ff;‘ exp(0(z — a,))h(z)dx > 2u as § > 0 and [~ exp(8(z — an))h(z)dz > 2u as

# < 0 from Lemma 4.1. Then Lemma 6.1 holds.
Proof of Lemma 6.2. Since vc(z) = [ 0c(8) exp(6z)dG(6) and u|] < exp(u|d]),

o) <[ c0)explB(z +u))dG(0) + [ el) (0l — w)dG(O)]

From Lemma 6.1, for = € [c1n, can], ac(z) < 1/(2u). Then [(z)| < 1/u? and |w(z)| < 2/u?
as n is large. Assume that B > 0 such that [g<5 dG(0) > 0. Denote 2p = Q[l6] < B].
Since 1/c(6) is a convex function of 6 on Q and therefore ¢(f) is bounded on {25. Thus

Ja, c(0)dG(8) is finite.
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Recall that w(z) = ag(z)[fo — ¢c(z)]. Since dg(z) is increasing and ¢c(cg) = 0, then for
z € [cin,m], 00 — dc(x) = b0 — 0c(m) > 0; for z € (112, C2n), () — B0 > c(n2) — 6o > 0.

For z € [c1n, Con), || < Inlnn and

ag(z) > / ¢(8) exp(—6] In Inn|)dG(8) > (Inn)~2 / c(8)dG(8).

Qp Qg

Let M = {[fo — éc(m)] A [¢c(m2) — 60]} - o, c(6)dG(). Then Lemma 6.2 is proved.

Proof of Lemma 6.3. We prove (i) for even v only. It is similar for odd v. Using Taylor

expansion of e?, simple calculations show that

tv But”

E[K°" 5, )]— / (6)e*2dG(8) + u” / 6vc( "I[/ KO” 2otV 1dG(6),

u

and

tv—f-l Gut™™

E{&L‘I—] = /96 )e?ZdG () + u /9v+1 91[/ Ky (t

AL B0 C adG(s),

(v+ 1)
where |t*], |t**| < 1. Then E[Va(X;,2)] = w(z) + u*/2dn(z) and
v 1
di(z) = 6ou’? / i—c 8)e’| / Koo(£)t7¢™ dt)dG (6)
v+1
_uv/i’/ g 91[/ [( U+160ut"dt]dG(6).
Since (u!/36)?/v! < exp(|f]u’/?) and (u1/30)”+1/(v +1)! < exp(|0]ut/?), for = € [c1n, Con)
. 1 1
lda(z)] < w/* / c(8)e®= IO 4G () - [|6o| /_ Kou(®)ldt + /_ K (t)ldd.
v/6-1~ ! 2 511/2 ! 2 7 11/2
< wl g, (66lf2 [ 1Kou(w)Payl + (2 [ 1K) P2}

From Lemma A.l and Lemma 6.1, |d.(z)] — O uniformly for z € [Ciny C20]. Then (i) is

proved. Next we prove (ii). For z € [cin, C2n), h(z +©) > u from Lemma 4.1 and

Koo (5122) Ky (22
oix) < Elbo Zh(()f;))” ;2;1(551))]2

= u-3//—11[90UK0v(t) — Klv(t)}Qc(6)eoxee“‘[h(a:+ut)]“1dth(9)

IA

2u~iy? / c(8)e" e dG ()

< lfu‘s‘v3
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Especially, for z € [y, 7}, letting h = min{h(z + ut) : & € [, 7], [t| < 1},
oi(z) < lsu™3h ™1 /c(())eazew'"dG(Q) < Bu38.
It is easy to see that o2(z) > 2. We prove (iii) next. From Lemma A.1, for 2 = 0 or 1,
|Ki(t)| < kv'°36°. Also note that |Ki(t)| = 0 if |¢| > 1. Then
|Kio((y = ) /1) /h@) Ticrn<o<ern] < k036" /R (e <yserning < kv'036"u™".

For T € [cin, Can)s El|Zin(z)[?] < 2kv'°36*u~ E[Z2,(2)] < l4v'°36"u°. The proof of Lemma

6.3 is completed.

Proof of Lemma 6.4. From lemma 6.3, we have that |w,(z) — w(z)| < 1/y/n for all
T € [c1n. Con]. If w(z) > d, and n is large,

wy(z)

w(z) — dn + dn — |wn(z) — w(z)] > dn — |wa(z) — w(z)| S
w(z) -

1
w(z) — dn + dn = dn 2

2

Similarly, we can prove that w(z) < —d, = w,(z) < w(:c)/?.
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